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Abstract

The active sensing and perception of the environment by auditory means is

typically known as echolocation and it can be acquired by humans, who can

profit from it in the absence of vision. We investigated the ability of twenty-

one untrained sighted participants to use echolocation with self-generated oral

clicks for aligning themselves within the horizontal plane towards a virtual wall,

emulated with an acoustic virtual reality system, at distances between 1 and 32

m, in the absence of background noise and reverberation. Participants were able

to detect the virtual wall on 61% of the trials, although with large di↵erences

across individuals and distances. The use of louder and shorter clicks led to an

increased performance, whereas the use of clicks with lower frequency content

allowed for the use of interaural time di↵erences to improve the accuracy of

reflection localization at very long distances. The distance of 2 m was the most

di�cult to detect and localize, whereas the furthest distances of 16 and 32 m

were the easiest ones. Thus, echolocation may be used e↵ectively to identify

large distant environmental landmarks such as buildings.
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1. Introduction

The sense of hearing provides relevant information for spatial perception [1].

Audition is particularly important for blind people [2], who lack visual stimuli

to build spatial representations of their surroundings. Some blind people have

learnt to echolocate [3], i.e. to detect and localize obstacles and environmental5

features based on the reflections they produce in response to self-generated

sounds (active echolocation), typically oral clicks [4], or even to ambient noise

[5] (passive echolocation). Echolocation, initially called facial vision because it

was believed that sensation arose from pressure sensors on the skin [6], is in fact

a purely auditory phenomenon [7]. Sound reflections, or echoes (if perceived as10

a separate event from the direct sound), arrive at an echolocator with variable

attenuation, delay, interaural level and time di↵erences and spectral cues which

they exploit [8, 9] to infer information about the distance [10, 11], angular

location [12], size [13], shape [14] and texture [13] of the boundary at which

they were generated. At short distances, it is possible to use coloration cues15

(i.e. a change in the tonal character), arising from the interaction of direct

and reflected sounds [15] to detect the latter. However, it is highly unlikely

to use coloration cues to detect reflections with delays longer than 10 ms (or

arising from obstacles at distances further than 2 m) [16, 17]. Localization of

reflections is particularly precise due to a partial inhibition of the precedence20

e↵ect—a collection of phenomena that makes it possible to localize an original

sound source in a room despite all reflections [18]—during echolocation [19,

20]. This technique represents an active perception mode [21], meaning that

the perception of auditory space integrates the auditory sensation at di↵erent

positions and orientations with the vestibular and proprioceptive feedback [22],25

and thus head movements are crucial [23] for e↵ective mobility and related tasks

like shape perception [14]. In this way, echolocation contributes to enhance the

auditory spatial localization of blind people [24].

In addition, echolocation has benefits on the independence of functional
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echolocators (i.e. people who use echolocation in daily life), namely better30

mobility in unfamiliar places and access to better salaried jobs [25]. Thus,

echolocation is highly relevant for the rehabilitation of persons who have lost

sight. Despite its benefits, echolocation is not yet a widespread technique and

much research is devoted to understanding the degree to which early and late

blind people can profit from echoic information [26]. In the present study, we35

focus on sighted persons without prior experience in echolocation, and as such

their performance can be considered similar to that of potential candidates in

rehabilitation programs of orientation and mobility.

Acoustic Virtual Reality (AVR) systems that account for head orientation

are regarded useful for the acquisition of auditory space maps [27], for evoking40

sensations arising in echolocation [10, 22] and for the conduction of psychoacous-

tic tests [20]. When using an AVR system for the conduction of psychoacoustic

or active echolocation tests, non-auditory cues such as wind, temperature, or

other tactile cues are decoupled from the auditory stimulation. In addition,

ambient noise, which could lead to e↵ective passive echolocation in reality, can45

be minimized or studied separately from active echolocation. In real life, these

cues are an integral part of the environment perception and contribute to the

detection of obstacles. Furthermore, arbitrarily large surfaces can be simulated

with the AVR system at any position. Because large surfaces reflect sound more

e�ciently than small obstacles, and because the background noise in an AVR50

is negligible when used in a silent anechoic room, the range of distances where

obstacles can be detected with echolocation is expected to be much larger using

an AVR system than in other real life experiments.

Sighted participants have been able to learn basic echolocation tasks using

an AVR system [11, 20]. Therefore, this kind of systems shows a potential to ex-55

plore e↵ective learning strategies in echolocation, gain further knowledge about

its psychophysical mechanisms, and study the relationship between performance

and the self-generated oral signals[11, 17]. When using an AVR system, the

simulated acoustic condition is defined by the Oral-Binaural Room Impulse Re-

sponse (OBRIR) [28], which contains information on the propagation of sound,60
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including all relevant reflections between a reference point close to the mouth

and the entrance of the closed left and right ear canals.

In a previous study [17], we used a static AVR system to determine the

detection thresholds for a single reflection up to distances of 16 m, by artifi-

cially varying the strength of the reflection in relation to the strength of the65

direct sound. This relation between strengths was quantified by means of the

reflected-to-direct level di↵erence (RDLD) [29] 1. The results closely followed

the signs of forward masking—a characteristic of the human auditory system

for which one sound can render inaudible another fainter sound closely delayed.

When using oral clicks, thresholds improved with increasing distance due to the70

increased temporal separation between direct and reflected sound, which caused

less forward masking. Louder signals resulted in lower (i.e. better) detection

thresholds due to the non-linear behavior of masking [17]. These results suggest

that it might be possible to use echolocation in a range of distances longer than

reported in several previous studies of echolocation with sighted participants in75

real settings (e.g. 55–65 cm [30], 62–130 cm [31] or less than 1.8 m [7, 32]) or in

laboratory settings with sighted and blind participants (up to 2 m [9, 33]), when

using larger obstacles in an otherwise reflection-free environment with low back-

ground noise. This was already explored by Schrnich et al. [11] by measuring

distance discrimination thresholds in echolocation up to 6.8 m using an AVR.80

In the present study, we explore echolocation for detection and localization of

large obstacles in a range of distances broader than in previous studies, from 1

m to 32 m.

In [17], the task was to discriminate one out of three intervals which was dif-

ferent from the other two. A question that arises is whether untrained sighted85

individuals would also be able to use echolocation in a more realistic task than

the one in [17]. In the present study, we develop and use an AVR system that

1Note that the RDLD is unambiguously defined for a single reflection. In the case of
multiple reflections, there could be an ambiguous interpretation. On the one hand, the RDLD
could be referred to a single reflection of interest by filtering out all other competing reflections.
On the other hand, the RDLD could take into account all existing reflections to calculate the
strength of the total reflected sound. In this study, we use the latter interpretation
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accounts for head rotations in the horizontal plane. We use this system to

simulate a simple outdoor echolocation exercise in which a person has to orient

herself towards a simulated large wall (or building) at di↵erent distances on a re-90

flecting floor, without competing reflections from other surfaces nor background

noise. Thus, participants in the present experiments had firstly and implicitly

to detect the reflecting object, and only then, to identify the direction of arrival

of the reflection.

Beyond knowing whether untrained sighted individuals can echolocate, we95

aim at determining the most di�cult distance conditions to detect and localize

a large obstacle (e.g. a wall) and how performance relates to features of the

emitted signals. This knowledge can serve as an inspiration for determining good

clicking strategies based on parameters such as intensity, duration, bandwidth

and frequency content, and in addition, to point out the most di�cult distance100

conditions in the training of echolocation. We hypothesize that, in absence

of background noise and reverberance, the most di�cult conditions are those

in which the reflection level of the wall is near the audibility thresholds for a

reflection determined in [17]. Easier conditions may be those where the reflection

is well above threshold. Moreover, in the distance conditions where the reflection105

level is near the audibility thresholds, it is expected that localization accuracy

decrease [34].

2. Method

2.1. Participants

The 21 participants in the experiments, labeled S1 to S21 hereafter, were 7110

female and 14 male sighted persons, between 22 and 48 years old, with normal

hearing (HL < 20 dB from 250 Hz to 8 kHz following audiometric screening)

and without previous experience in echolocation. They participated on a vol-

untary basis and did not receive any compensation for the participation. In-

formed consent was given by all participants and ethics approval was granted115
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Figure 1: (Color online) Simulated concrete wall at distances of 1, 2, 4, 8, 16 and 32 m in
front of a participant, who had to align him/herself (dotted arrow) to the direction of the wall
(solid arrow), thus minimizing the angular deviation ✓.

for this research by the Medical Ethics Committee at UZ KU Leuven (number

B322201317883).

2.2. Stimuli

Stimuli were designed to replicate a simple outdoor echolocation exercise in

which participants had to identify the direction of a large wall (e.g. a building)120

and turn towards it. Virtual flat concrete walls (of dimensions 10 m ⇥ 10 m)

at distances d of 1, 2, 4, 8, 16 and 32 m on a concrete floor (see Figure 1) of

100 m ⇥ 100 m were simulated through streaming convolution of the OBRIRs

characterizing these scenarios with the oral clicks produced by the participants

themselves. The following sections give more insight on the computation of the125

OBRIRs and on the actual stimuli generation via streaming convolution.

2.2.1. OBRIR calculation

The reflections of the wall and the floor were simulated with the room acous-

tics simulation software CATT-AcousticTMv9.0c. A binaural receiver was placed

at the middle point in between the ears, and a source simulating the mouth with130

the average frequency-dependent directivity pattern of the human voice [35] was

placed 0.1 m in front of the receiver and pointed away from it. Such a pattern,

on a frequency-band basis, is similar to the one produced by echolocation clicks

[36]. The receiver was always pointing towards the source. Both source and re-

ceiver were placed at a height of 1.5 m from the floor. In separate calculations,135
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the wall was placed at each of the six di↵erent distance conditions (d = 1, 2, 4,

8, 16 and 32 m) from the receiver. These distances were chosen to represent a

large range of distances, as in a previous study [17], and were logarithmically

spaced because the reflected level decays approximately 6 dB per doubling of

distance. At each distance d, simulations were performed for 24 reference ori-140

entations ✓0 of source/receiver, always rotating the source position around the

fixed receiver, at intervals �✓ of 15�.

The wall and the floor had an absorption coe�cient of 0.01 at 125 Hz

monotonously increasing to 0.05 at 4 kHz. These surfaces had a default scat-

tering coe�cient of 10% at all frequencies. The OBRIRs were determined by145

simulation using algorithm number 2 in TUCT (CATT-Acoustic’s calculation

engine). A total of 1 million rays were used, and the length of the impulse

response was set to 0.5 s. Di↵raction was not incorporated in the simulation

(disabled option). For binaural output, the HRTF dataset measured at RWTH

ITA Aachen with a sampling rate of 44.1 kHz (file ITA 1 plain 44.dat included150

in CATT-Acoustic) was used.

An energy-time representation of the OBRIRs is shown in Figure 2 as a func-

tion of the horizontal angular rotation with respect to the wall normal (defining

✓ = 0). For each of the six conditions, there are two graphs corresponding to the

left and right ears. For the shortest distance in Figure 2, the reflection visibly155

does not form a straight line with orientation and its time of arrival is di↵erent

in both ears; the di↵erence in arrival times at the two ears for a given angle

is thus the interaural time di↵erence. Due to the logarithmic scale used in the

graph, the e↵ect of head orientation on the interaural time di↵erences cannot be

noticed for further wall distances. In any case, the head orientation dependence160

of interaural level di↵erences is more prominently visible. For example, focusing

on the wall reflection at 4 m distance (corresponding to a delay of about 25 ms)

in Figure 2, for user rotations of 45� towards the right (positive angles), the left

ear receives more intense sound than the right ear. The opposite happens for

rotations of 45� towards the left (negative angles), when the right ear receives165

more energy than the left ear (because the right ear is closer to the wall and
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Figure 2: (Color online) Energy level of the reflected sound (relative to the direct sound) vs
angle and time (in logarithmic scale) at the left and right ears for each of the simulated wall
distances of 1 m, 2 m, 4 m, 8 m, 16 m and 32 m.

the left ear becomes shadowed by the head). The e↵ect of the floor reflection,

whose energy is 17.8 dB lower than that of the direct sound, is always visible at

a delay of approximately 9 ms with respect to the direct sound, independently

of orientation and wall distance. Although this additional reflection could com-170

plicate the interpretation of the results, we decided to keep it, in order to be

more representative of real echolocation tasks, where the floor reflection is most

commonly present.

In post-processing, the OBRIRs had the direct sound and the first 4.0 ms

removed to account for the AVR latency between the microphone excitation175

and the processed response at the headphones. The resulting OBRIRs at each

distance were labeled hd(✓0) = [hd,L(✓0)T hd,R(✓0)T ]T , d = 1 m, 2 m . . . 32 m,

✓0 = 0�, 15� . . . 345� and they constituted the “OBRIR library”. Each OBRIR

had L samples in each channel (left and right); i.e. for the left channel hd,L(✓0) =

[h(0)
d,L(✓0), h

(1)
d,L(✓0), . . . h

(L�1)
d,L (✓0)]T and similarly for the right channel.180

One way to characterize the strength of a reflection or group of reflections is

by using the Reflected-to-Direct Level Di↵erence (RDLD)[29], which takes into
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Figure 3: RDLD values of the wall reflections in the experiment (at ✓ = 0) and average RDLD
thresholds for which a group of untrained sighted people were able to detect a single reflection
(70.7% point in the psychometric curve) [17]. Whiskers indicate standard deviations of the
RDLD thresholds across subjects. RDLD values lower than the RDLD thresholds would mean
that reflections would not be audible for a large percentage of the population.

account the spectral characteristics of the reflection, the sound pressure level of

a typical oral click Lp,click,f , and the inverted equal loudness curve of 40 phon

according to ISO 226:2003 [37] TW,f . On the f -th 1/3rd octave frequency band185

(f = 1 . . . N), RDLDf is calculated as the di↵erence between the energy level

of the reflected sound Lme,refl,f and that of the direct sound Lme,dir,f . Then

RDLD = Lme,refl � Lme,dir =

10 log10

0

BBB@

NP
f=1

10
Lp,click,f+RDLDf+TW,f

10

NP
f=1

10
Lp,click,f+TW,f

10

1

CCCA
.

(1)

The resulting distance-dependent RDLD values of the OBRIRs with the

source aligned towards the wall (thus identical for left and right channels),

postprocessed to exclude the first order reflection from the floor, are shown190

in Figure 3. These values were calculated in an approximate way, assuming

that the direct sound was the one provided by CATT Acoustic (which does not

take into account di↵raction e↵ect around the head in the propagation from the

mouth to the ears), and then applying an o↵set to all calculated values so that
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Figure 4: Block diagram of the experimental apparatus.

the RDLD for the wall at 1 m would be identical to that calculated at an infinite195

100% reflecting wall [17] plus 3 dB to account for the second order reflection

at the floor. For the sake of comparison, the RDLD detection thresholds for a

single reflection using self-generated oral clicks [17] are also shown in Figure 3.

2.2.2. Stimuli generation

The AVR system is schematically represented in Figure 4. Parts of this200

system have been described in an earlier article [17]. The system recreated a

scene (at one of the distances in Figure 1) by loading a set of 24 OBRIRs,

corresponding to all orientations around the person with a resolution of 15� at

a single distance, from the OBRIR library into the real-time module.

Such a real-time module was implemented in Max software from Cycling’74.205

The oral sounds generated by a user were picked up with a microphone and split

into two replicas. Before being presented to the ears via open headphones, one

replica was sent to an equalizer, in order to compensate for the attenuation

introduced by the headphones on the direct sound at the ears, mainly at fre-

quencies above 1 kHz. It was important to restore the natural direct sound,210
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existing without headphones, because in echolocation, this natural direct sound

influences the detection ability for the reflections and their interpretation in

terms of coloration, loudness and delay. The other replica was acquired with an

RME Fireface UCX audio interface and sent to a convolution engine based on

a low-latency, non-uniform partitioned convolution, implemented in HISSTools215

[38]. This convolution engine performed 48 simultaneous convolutions (between

the input and each of the 24 2-channel OBRIRs). A head-tracking device (Yost

Labs 3-Space sensor) mounted on the headphones provided the head orientation

of the user in the horizontal plane with a maximum latency of 20 ms and the

resolution was set in runtime to 1� (although the device had a spatial resolution220

finer than 0.08�). The head orientation was used to calculate the output signal

by linearly panning the outputs of the two convolution pairs that had OBRIRs

at angles closest to the user orientation. Users felt that the system was respon-

sive in updating the location of the virtual wall and did not report any artifacts

related to head-tracking latency.225

The user had a remote control in order to interact with the experimental

control program (by pressing a button to start or to indicate the response).

Signaling sounds containing instructions or feedback on user actions were also

played back.

The output of the OBRIRs, mixed with the direct sound, compensated for230

high frequency attenuation, and with signaling sounds, was played back through

open headphones. The sampling rate of the AVR system was 44.1 kHz.

The overall gain applied to the output of the OBRIRs depended on the

microphone and headphone sensitivities and on a number of gain parameters

in the audio interface and through di↵erent software layers. For this reason, a235

calibration procedure was required. The OBRIR of a large reflecting panel (2

m ⇥ 2 m) at a distance of 2 m from the center of the mouth was measured in

an anechoic chamber with a dummy head with microphones at its ears and a

loudspeaker at its mouth. This dummy head had been used in previous RDLD

measurements [29] and yielded results comparable to those obtained with a Head240

and Torso Simulator B&K type 4128. In the following, the energy of the reflected

11



path in this measurement, averaged for the left and right channels, is noted as

er,p. The AVR system (with an arbitrary gain g at the convolution output)

was set on the dummy head, the panel was removed from the anechoic chamber

and h2(✓0 = 0) was simulated. A second OBRIR measurement was performed,245

leading to an energy of the reflected path er,v, averaged between left and right

channels. With these measurements, the gain of the convolution output in the

AVR system for the left and right channels was updated to g0 = g
p
er,p/er,v.

The sensitivity of the left and right headphone transducers did not di↵er by

more than 0.1 dB in the frequency range of interest (200 Hz - 16 kHz).250

An equivalent mathematical description of the AVR system, based on a

time-domain convolution, is given in the Appendix.

2.3. Experimental procedure

Before the start of the experiments, participants were instructed about the

task they had to perform. They were informed that, in each trial, a virtual wall255

would be simulated at a random direction and distance around them (see Figure

1), that this virtual wall would reflect the sound produced by them, and that

their task was to find the direction of the wall by only using oral click sounds,

align themselves towards this virtual wall by turning their head and/or body

and press a button on a controller to report the direction. In case they would260

not be able to determine the presence of a wall after trying for a reasonable

amount of time, they were asked to press a button at any direction. There was

no explicit time limit. Note that this task implicitly required subjects to detect

the wall in order to be able to localize it. This is not trivial, given that reflection

levels were near threshold as shown in Figure 3.265

No training trials were performed. However, the start of the experiments

was monitored and if the task was not clear, instructions were clarified and the

experiment was restarted. No specific training was given on how to produce the

click signal, so as to respect the default clicking strategies of the participants and

to be able to determine the impact of di↵erent click properties on performance.270

For convenience, the orientation of the user ✓ is expressed relative to the actual
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orientation of the virtual wall (located at ✓ = 0), whereas the random initial

orientation is noted ✓0.

The experiments took place in a 300 m3 semi-anechoic room of floor di-

mensions 14 m ⇥ 8 m with additional absorbing panels lined on the floor to275

absorb e↵ectively the range of frequencies of oral clicks. The A-weighted equiv-

alent background noise level was measured below 20 dB. Participants stood in

the middle of the room, on a carpet of 0.5 m ⇥ 0.5 m, where they had to re-

main during the experiment. For the sake of keeping participants at ease while

iteratively rotating themselves and avoid tangling up the equipment wires, par-280

ticipants were not blindfolded.

After each trial, acoustic feedback was given according to the accuracy of

the user in order to provide an engaging user experience. E.g. messages saying

very good were played back for deviations within 15o to the right or to the left

from the true orientation, you can do it better up to 45o, or you were far away285

from the right angle for further deviations.

Each distance condition was repeated 4 times, leading to a total of 24 trials.

The orientation and sounds produced by the participants were logged at each

trial, making it possible to determine the accuracy of the answered angle, the

response latency and the number of clicks, which were used as outcome variables290

of the experiment.

2.4. Emission properties

The source signal properties play a role in human echolocation performance

[17]. For this reason, the oral clicks in the recordings were extracted and an-

alyzed. In a first stage, potential oral clicks were identified by looking at the295

peaks that exceeded an arbitrary low threshold and were separated by at least

100 ms. In a second stage, all potential oral clicks were visualized and wrongly

identified samples (corresponding to speech, noise or artifacts from the micro-

phone) were discarded. The remaining oral clicks were analyzed to derive the

following parameters:300
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• the sound exposure level, LE , as an indication of intensity and loudness,

which in turn a↵ects forward masking dynamics [39].

• the duration of the emission, Tclick, related to the period during which

forward masking is active [39]. It was calculated as the time interval

where the amplitude of the envelope was higher than 10 dB below the305

peak value.

• the peak frequency Fpeak at which the spectrum reaches its maximum

value. This value is reported in other echolocation studies (e.g. [11, 40,

41]).

• the bandwidth B, defined here as the ratio of the frequencies (in octaves)310

where the envelope of the 1/12th octave spectrum decayed to -10 dB re-

spect to its maximum value. Note that this bandwidth was calculated

from a spectral analysis (in energy per fractional octave band), which

resembles the human auditory processing, as opposed to the usual band-

width derived from the Fourier spectrum (expressing energy per Hz). A315

broader bandwidth contains more information that the auditory system

can use to extract reflection cues.

• the lower frequency Fmin used for the calculation of B. Extended low

frequency content was reported to enhance coloration detection [16].

2.5. Statistical analysis320

Statistical analysis has been carried out on the response variables angle (also

referred to as angular deviation) ✓, response latency (or time to answer) tA

and number of clicks NC , considering the distance condition d as the main

independent variable. Responses obtained with NC = 0 were treated as outliers

and discarded from the data set. Due to the strong correlation between tA and325

NC (logNC = 0.92 log tA + 0.18, Pearson r = 0.80), NC is omitted from the

results.

We made the general assumption that in some trials, participants could

detect the reflection, whereas in other trials, they could not. Note that the
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experimental procedure did not allow us to know with certainty whether a par-330

ticipant detected a wall or not on each individual trial, and thus we did not

attempt to report whether detection happened or not on a trial basis. However,

considering the ensemble of responses under this assumption, the angular data

contained a mixture of guess answers uniformly distributed across all possible

angles, obtained when participants did not detect the reflection, answers located335

around the true location, obtained when participants detected the reflection, or

even answers located at a mirrored location behind the participant in case of

front-back mistakes. Given this kind of data, it is particularly suitable to use

the model for azimuth localization proposed in [42], where the probability of

responses is modeled with a probability density function f⇥:340

f⇥(✓;µ,, p1, p2, punif) = p1f1,⇥(✓;µ,)

+ p2f2,⇥(✓;µ,) +
punif
2⇡

,
(2)

where f1,⇥(✓;µ,) is the probability density function of the correctly de-

tected angles towards the direction of the wall, f2,⇥(✓;µ,) is the probability

density function of responses where a front-back mistake was done and 1/(2⇡)

is a uniform (guess) distribution. The parameters p1, p2, punif are in the interval

[0, 1] and p1 + p2 + punif = 1.345

In the model proposed in [42], f1,⇥(✓;µ,) is a von Mises distribution [43],

which among the circular distributions is the one having properties similar to

the normal distribution in the linear domain. The von Mises distribution has a

probability density function

f1,⇥(✓;µ,) =
e cos(✓�µ)

2⇡I0()
, (3)

where  is the concentration parameter, µ the mean of the distribution in radi-350

ans, and I0() the modified Bessel function of the first kind of order zero [44].

Its standard deviation is
p
1� I1(̂)/I0(̂) and for large , the distribution be-

comes concentrated towards the mean. The probability density function for
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Figure 5: (Color online) Histogram of the measured angular deviation, pooled at all distances,
and fitted Gaussian, von Mises (vM) and von Mises and Uniform Mixture (vMUM) models.

front-back mistakes is

f2,⇥(✓;µ,) =
e� cos(✓�µ)

2⇡I0()
. (4)

In the present experiments, the source was directive and emitted most of its355

energy in the same direction as the binaural receiver. Thus, it was less likely to

observe front-back confusions than in localization of external sound sources, so

we typically obtained p2 ⇡ 0. In view of this, we refer to p1 = 1 � punif as the

probability of detection, to punif as the guess probability, and we relate µ and 

to the bias and the accuracy of the answer, respectively.360

Figure 5 shows how di↵erent statistical models fit the 500 points of angle

data, pooled for all participants and conditions using maximum likelihood esti-

mators. Unsurprisingly, the normal distribution (with two parameters – mean

and standard deviation) fits the data poorly. The Akaike Information Criterion

(AIC), an estimator of how well a statistical model fits the data after taking into365

account the number of degrees of freedom, is 1520 (the lower the better). Also

the von Mises model, which has two parameters (µ and ), fails to discriminate

between random errors and correct decisions. This results in a significantly

larger dispersion around the mean (AIC: 1432). On the other hand, the von

Mises and Uniform Mixture (vMUM) model (2), which has 4 parameters (p1,370

p2, µ and ), is capable of capturing both components (AIC: 1300).
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After obtaining the parameters of the vMUM model (2) from the observa-

tions via maximum likelihood estimation, parametric statistical tests for equal-

ity in means and concentration factors [42] were applied to assess di↵erences in

angle between groups. In order to assess the di↵erences between p1 or punif for375

di↵erent data groups, two-proportions z-tests were used.

Given the relatively innovative approach to analyze angular data following

the vMUM model, we provide an alternative analysis based on a repeated mea-

sures ANOVA of the absolute unsigned angle to study di↵erences across distance

conditions. Note that this method could not provide an estimate of detection380

rates, as guess trials were just another source of variability in the observations,

together with bias and non-accurate localization. Repeated measures ANOVA

was also applied to study the response latency variable with distance as the only

within-subjects variable and no between-subject factors.

3. Results385

The dependent variables angle and response latency were strongly dependent

on the participant, as shown in Figure 6. Some participants, like S5 and S20

were remarkably accurate in angle and spent very little time to complete the

task, whereas other participants, like S11 and S15, showed a remarkably higher

spread in their angle and response latency data.390

When participants answered quickly, they tended to respond more accu-

rately, as shown in Figure 7. The absolute angular deviation for moderate

latencies between 20 and 60 s was significantly higher than for latencies shorter

than 20 s (Wilcoxon Signed-Ranks score Z = 3.1, p = 0.002), but significantly

lower than for latencies longer than 60 s (Z = 6.2, p < 0.001).395

The parameters for the vMUM model (2) fitted to all the angular data (as

shown in Figure 5) were µ̂ = 2.4�, ̂ = 9.3, p̂1 = 0.61, p̂2 = 0, p̂unif = 0.39.

The small value of p̂2 indicates that no front/back confusions were present in

the data. Using a frequentist interpretation, participants detected a reflection

in 61% of the trials, whereas in the remaining 39%, participants did not detect400
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Figure 6: (Color online) Individual distribution of the response variables (a) angle and (b)
response latency. Individual data pooled across distance conditions are shown as circles and
darker areas indicate higher statistical frequency of the responses.
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and long response latencies (tA > 60 s). The bars indicate the range between the first and
third quartiles, and the horizontal lines inside them indicate median values. Significance levels
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Figure 8: Example clicks produced by participants S3 and S21 in time domain ((a) and (c))
and corresponding spectra ((b) and (d)).

any reflection. The mean direction in the data µ̂ = 2.4� is not significantly dif-

ferent from zero (p = 0.077). Thus, on average, participants aligned themselves

towards the virtual wall without any noticeable bias.

During the experiments, participants generated very di↵erent clicks, as shown

in Figure 8. For example, the click of participant S3 was much shorter and less405

intense (Figure 8(a)) than the one of S21 (Figure 8(c)), which was a ’double

click’. The click of S21 had also a lower peak frequency (Figure 8(d)) than that

of S3 (Figure 8(b)).

The individual values and approximate distribution of the emission prop-

erties LE , Tclick, Fpeak, B and Fmin are shown in Figure 9 and the summary410

statistics (average, standard deviation, minimum and maximum values) on Ta-

ble 1.

3.1. E↵ect of distance

Figure 10(a) shows the average angle µ̂ when the wall was detected, along

with its standard deviation
p
1� I1(̂)/I0(̂) as a function of distance. Fig-415
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Figure 9: (Color online) Individual distribution of (a) sound exposure level LE , (b) duration
Tclick, (c) peak frequency Fpeak, (d) bandwidth B and (e) minimum frequency Fmin of the
emissions produced by the participants. Each point corresponds to the parameter averaged
across all clicks in one trial.

Table 1: Mean, standard deviation, minimum and maximum values of sound exposure level
LE , duration Tclick, peak frequency Fpeak, bandwidth B and minimum frequency Fmin of the
oral clicks

LE [dB] Tclick [ms] Fpeak [kHz] B [octave] Fmin [kHz]

Average 50.9 11.5 3.3 1.3 2.1

Std. dev. 6.2 10.3 2.1 0.4 1.2

Min. 35.0 1.9 0.8 0.5 0.6

Max. 64.8 43.1 10.8 2.6 8.5

ures 10(b) and 10(c) show the detection rate p̂1 and the response latency tA,

respectively. The bias, the standard deviation of the angular responses and

the response latency generally decreased with increasing distance beyond 2 m,

whereas the detection rate had its minimum at 2 m. The distance of 2 m

therefore yielded the worst results.420

The repeated measures ANOVA on absolute angular deviation confirmed the

previous results. Distance had an overall significant e↵ect (F (5, 120) = 8.51, p <

0.001) and post-hoc t-tests with Bonferroni correction revealed a significantly

higher absolute angular deviation at 2 m than at 16 m (mean: 33.3�, std. err.:

6.9�, p < 0.001), at 2 m than at 32 m (mean: 36.7�, std. err.: 8.3�, p = 0.003),425
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Figure 10: (a) Mean angle µ̂ with error bars showing ±1 standard deviation
p

1� I1(̂)/I0(̂)
of the detected signals, (b) detection rate p̂1 and (c) time required to answer with error bars
showing the 25% to 75% interquartile range, all of them as a function of distance to the
simulated wall.

at 4 m than at 16 m (mean: 20.9�, std. err.: 5.6�, p = 0.015), and also at 4 m

than at 32 m (mean: 24.3�, std. err.: 6.6�, p = 0.017).

For the purpose of comparing distance conditions with the vMUM model,

the distances of 1 m is referred to as short distance, 2 and 4 m are grouped

into middle distances, 8 m is a long distance and 16 and 32 m are very long430

distances. The di↵erences in detection rate at short (p̂1 = 0.78, Nobs = 83)

and medium distances (p̂1 = 0.46, Nobs = 168) were statistically significant

(z = �4.8; p < 0.001), and between very long (p̂1 = 0.77, Nobs = 165) and

medium distances (z = �5.8; p < 0.001), indicating that more target detections

were performed at short and very long distances. In addition, the di↵erence435

in concentration parameters at medium (̂ = 4.2, Nobs = 168) and very long

distances (̂ = 21.4, Nobs = 165) was also statistically significant (p < 0.001).

This result indicates a more accurate localization and lower angular dispersion

at very long distances.

The repeated measures ANOVA on response latency revealed a significant440

e↵ect of distance (F (5, 120) = 12.0, p < 0.001) and pointed a significantly higher

latency at 1 m than at 16 m (mean: 12.4 s, std. err.: 3.0 s, p = 0.005), at 1 m

than at 32 m (mean: 11.8 s, std. err.: 2.8 s, p = 0.004), at 2 m than at 16 m

(mean: 16.1 s, std. err.: 3.8 s, p = 0.004), at 2 m than at 32 m (mean: 15.7

s, std. err.: 3.8 s, p = 0.006), at 4 m than at 16 m (mean: 14.0 s, std. err.:445
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3.8 s, p = 0.019), and also at 4 m than at 32 m (mean: 13.6 s, std. err.: 3.6 s,

p = 0.015).

3.2. E↵ect of signal parameters

The e↵ect of signal parameters on the main outcome variables was studied

by grouping the observations according to low or high LE (7 50dB), short or450

long Tclick (7 8ms), low or high B (7 1.2 octaves), low or high Fpeak (7 2.8

kHz) and low or high Fmin (7 1.5 kHz). The threshold of 1.5 kHz for defining

low or high Fmin was chosen as the high frequency limit for using interaural

time di↵erence as a cue to localize pure tones [45] whereas the other thresholds

were set a posteriori to separate observations in groups of similar size.455

Following the groups described above, data for the measured angle was fur-

ther split according to the distance group (short/middle/long/very long dis-

tances) and vMUMmodels were fitted. The most remarkable e↵ects of signal pa-

rameters were those shown in Figure 11. At middle distances (see Figure 11(a)),

a short Tclick led to a significantly higher detection rate p̂1 (0.52 vs 0.33 for long460

Tclick, z = 2.5; p = 0.01). At very long distances (see Figure 11(b)), a lower

Fmin resulted in a significantly higher ̂ (50.3 vs 13.8 for high Fmin, p < 0.001).

Also at very long distances (see Figure 11(c)), a high LE led to a significantly

higher ̂ (69.0 vs 10.6 for low LE , p < 0.001). Other combinations of distance

and signal parameters did not yield significant results. No remarkable e↵ects465

were observed at all for either B nor Fpeak.

ANOVA tests did not find any significant e↵ect of the di↵erent signal pa-

rameters on the response latency.

3.3. Training e↵ects

There were no main e↵ects of presentation order (F (2, 394) = 0.49, p = 0.61)470

in the response latency, when pooling results in three groups containing the 8

first trials (A), the 8 middle ones (B) and the 8 last ones (C). In the 8 first trials,

the vMUM parameters for the angle were (µ̂A = 1.7�, ̂A = 7.9, p̂1,A = 0.59)

withNobs,A = 167; for the 8 middle trials they were (µ̂B = 3.7�, ̂B = 9.7, p̂1,B =
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Figure 11: (Color online) Influence of the signal properties on the fitted vMUM models de-
scribing the angular deviation response: (a) long/short duration Tclick for middle distance
conditions, (b) low/high Fmin for very long distance conditions and (c) low/high intensity LE

for very long distance conditions.

0.71) with Nobs,B = 168 and for the last 8 trials, they were (µ̂C = 1.1�, ̂C =475

10.3, p̂1,C = 0.54) with Nobs,C = 165. In the latter case, the fit reveals a

cluster of answers towards the rear direction, but with p2 = 0.01 indicating some

possible front/back confusion. Since we did not find any substantial evidence of

front/back confusion in other conditions and the amount of observations falling

into this distribution was very low, we do not further elaborate on this result.480

No significant di↵erences were found among µ̂A, µ̂B and µ̂C (p = 0.55 between A

and B, p = 0.87 between A and C and p = 0.43 between B and C). A significant

di↵erence was found between p̂1,A and p̂1,B (z = �2.3; p = 0.02) and between

p̂1,B and p̂1,C (z = �3.4; p < 0.001). Although the detection rate was lower for

the last samples, the accuracy ̂C = 10.3 was slightly higher than ̂B = 3.7.485

However this di↵erence was not statistically significant (p = 0.88).

4. Discussion

By using the AVR system, participants—sighted and without previous ex-

perience in echolocation—were able to successfully echolocate a virtual wall at

di↵erent distances (1, 2, 4, 8, 16 and 32 m) and orient themselves correctly490

towards it in approximately 61% of the trials. This finding agrees with a previ-

ous study that found that self-motion allowed participants to align themselves

accurately to a target direction by means of echolocation using oral clicks [22].
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At the same time, large individual di↵erences in expertise/skill level across un-

trained participants were observed, although vMUM models were not explicitly495

fitted to each individual, due to the low number of trials per participant (24).

The skill level was assumed to be inversely linked to the deviation from the

correct angle and to the response latency. Thus, it was assumed that a shorter

response latency was associated with easier conditions.

4.1. Dependence on distance500

The detection rate p̂1 was highly dependent on the distance of the simulated

wall (Figure 10(b)). It had a minimum at 2 m (p̂1,unif, 2m = 0.42) and increased

towards lower p̂1,unif, 1m = 0.78 and higher distances p̂1,unif, 32m = 0.81. The

same trends were observed in Figure 10 for the angle bias µ̂, the standard de-

viation of the angle and the response latency, indicating that the distance of 2505

m was the most di�cult one to answer. The detection performance of a single

reflection is known to be in general highly dependent on the stimulus and the

distance [17] but, for bandpass filtered white noise bursts, worst reflection de-

tection thresholds were found [46] at moderate delays (around 10 ms, reflection

distance of 1.7 m), improving towards shorter or longer delays. In the case of510

shorter delays (including the distance condition of 1 m), it was reported that

there is an improvement in coloration detection [46], whereas at longer delays,

forward masking is less relevant [39] and reflection o↵sets become audible. Fur-

thermore, with low detection rates p̂1 = 1 � p̂unif, it is reasonable to assume

that localization of the wall, when detected, was performed at near-(masked)515

threshold level, especially at short distances. Localization at near-(absolute)

threshold level is less accurate than at more moderate levels [34]. Figure 3 re-

lates the RDLD values of the experimental conditions (i.e. how loud actually

was the reflected sound in relation to the direct sound during the experiment) to

the RDLD thresholds of a group of untrained sighted participants [17] (i.e. how520

loud the reflection had to be in relation to the direct sound in order to be de-

tected, averaged across participants). In this figure, it is more clearly seen that

detection of reflections at short distances occurred near threshold, resulting in
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low values of p̂1, and that the gap between the actual RDLD in the experiment

and the RDLD threshold increased with distance, resulting in higher detection525

rates p̂1 at further distances, as shown in Figure 10(b).

In the light of the precedence e↵ect [18], finding a virtual wall is a lag local-

ization experiment, where the lead is the direct sound (which can be assumed

to be localized inside the head, without relevant interaural di↵erences) and the

lag is the reflected sound from the wall direction. Moreover, the floor reflec-530

tion acts as an additional lag without interaural di↵erences and occurs after the

wall reflection (for the 1 m distance condition) or before it (beyond 2 m). It

is known that lag localization becomes worse and the likelihood of fusion in-

creases at short delays [47]. For this reason, we may hypothesize that the worse

performance at 2 m is linked to the partial masking of the wall reflection by535

the floor reflection, an increased fusion likelihood and a higher discrimination

suppression [47] in the lag.

In view of this, the improvement in performance at long distances beyond

2 m can be related to the decreasing e↵ect of forward masking after the o↵set

of the direct click signal (average duration Tclick = 13.3 ms, comparable to540

the reflection delay from a wall at 2.3 m) which results in a lowering of the

masked thresholds with increasing delays (or reflection distances), in a higher

probability of detection, in lower fusion rates and in lower lag discrimination

suppression.

Note that, similarly to previous studies [9, 33, 48], detection rates decreased545

dramatically when the distance of the obstacle increased from 1 to 2 m distance

(e.g. in [9], echolocation performance decreased to chance for an object distance

of 1.8 m). For very far distances of 8 m and further, our results indicate that

a large obstacle like a single wall can be localized very accurately via echoloca-

tion. It is likely that previous studies focused on echolocation for detection and550

avoidance of rather small obstacles in indoor environments. However, due to

latency constraints in our experimental apparatus, we could not test distances

shorter than 1 m (e.g. 0.5 m) which could support the evidence that echolo-

cating an object becomes easier with decreasing distance under 2 m. Whereas
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detection of reflections at short ranges is useful for obstacle avoidance, detection555

of reflections at long ranges can be useful to identify environmental landmarks.

It is likely that the limiting requirement for using echolocation at long distances

is that the level of the reflection is above the background noise and the absolute

threshold of hearing. An increase in click LE would generate a more intense

reflection but at the same time, it would trigger the stapedius reflex [49], which560

would in turn reduce the auditory sensitivity to a reflection. Note that, since

the latency of the stapedius reflex is about 100 ms [49], it would only a↵ect the

audibility of reflections from objects further than 16 m. Therefore, if a typical

click has an LE of 50 dB (Table 1) and the RDLD of a flat large wall at 100

m is roughly -50 dB (extrapolating from Figure 3), its reflection would have an565

LE of 0 dB. Such a reflection would probably not be audible by most adults

even without any background noise, which is unlikely to happen in an outdoor

environment.

4.2. Impact of emission properties

The virtual walls at long distances were localized more accurately when par-570

ticipants used clicks with Fmin < 1.5 kHz. This result suggests that participants

could access more information about the interaural time di↵erences (which in

the case of pure tones, are only available below approximately 1.5 kHz [45]) in

addition to cues provided by interaural level di↵erences. By having access to

more spatial cues, localization becomes more precise. Other studies, however,575

found extraction of interaural time di↵erences from the lag less robust than

extraction of interaural level di↵erences [50].

The fact that trials using clicks with higher LE led to an increased accuracy

with high ̂, especially at long distances, means that the reflection was perceived

as a separate event well above threshold and that localization was more accurate580

[34] than on the barely audible reflection in the cases with lower LE . This finding

agrees with the results of a previous study [17], in which we found that louder

clicks led to lower detection thresholds of a single reflection.

The use of short Tclick < 8 ms at distances of 2 and 4 m resulted in a higher
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detection rate p̂1 (0.52 vs 0.33 with Tclick > 8 ms). There were long clicks, as585

those shown in Figure 8(c) with duration comparable to reflection delays. Due

to the influence of simultaneous and forward masking [39, 17], wall reflections

were less likely to be detected by the participants.

It is remarkable that the bandwidth of oral clicks did not have a systematic

e↵ect on the results, since it is commonly reported that emissions with high590

frequency content [31, 4, 9] are generally beneficial for echolocation. This should

not be a surprise, since the current study focused on the localization of a large

wall that reflected the sound back to the emitter with similar e�ciency in a broad

frequency range. Other more subtle echolocation tasks, such as size, texture,

and shape discrimination and o↵-axis horizontal and vertical localization may595

benefit from high-frequency cues [9]. For this reason, we believe that oral clicks

with a broad frequency content are beneficial for echolocation.

Other stationary or hissing sounds used in echolocation [12] may be useful to

improve detection and localization of obstacles at short distances, especially be-

low 2 m. However, reflections from large surfaces further than 2 m are generally600

not audible by using hissing sounds because they fall below detection thresholds

[17]. Thus, this study focused exclusively on the use of impulsive sounds such

as oral clicks.

4.3. Training e↵ects

During the experiments, qualitative feedback was given to the participants605

on the accuracy of their responses. Feedback is a main factor in learning [51]

that could have led to observable training e↵ects, but nevertheless these were

not observed in the present experiments, as reported in section 3.3. This is un-

surprising, since in the current study, participants finished the tests in about 20

minutes, whereas participants in [11] reached a stable echolocation performance610

after receiving extensive amount of training for 4 to 12 weeks.

4.4. Impact of blindness

The primary visual cortex, used for processing of visual information in

sighted people, was found to be dedicated to processing of echoes in some early
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blind echolocators [52], which may result in higher sensitivity to echo cues [19]615

and source localization [53] than in sighted people. In addition, blind people

are more sensitive to interaural level di↵erences, specially in lag detection [50].

We can hypothesize that blind echolocators are able to direct their spatial at-

tention to the reflection interaural time and level di↵erences [19], which would

further reduce fusion [54] and allow extracting more reliable localization infor-620

mation. In this case, RDLD detection thresholds for some blind echolocators

might be lower than those shown in Figure 3 and localization might become

more accurate.

For the sake of keeping the sighted participants at ease while iteratively ro-

tating themselves to find best alignment towards the wall, they were not blind-625

folded. While it is unlikely, the visual bias could have introduced an increased

variability in the responses.

4.5. Challenges

The AVR system made use of OBRIRs spatially sampled at 15o using pan-

ning techniques to generate intermediate angles. While, in principle, this could630

be an important source of bias due to the distortion of binaural cues, previous

research has shown that localization in the horizontal plane using linearly in-

terpolated HRTFs with a resolution of 15� is not degraded with respect to the

localization with precise HRTFs [55]. As explained in the Appendix, linear in-

terpolation of HRTFs and panning are equivalent operations in a linear context.635

Whereas the resolution of 15o with panning in the studied simple scenarios was

perceptually acceptable, it remains to be tested whether more complex scenarios

with multiple reflections would also be fairly recreated in the AVR system.

In addition, non-individualized HRTFs were used. These are believed to de-

liver lower localization accuracy in the median plane [56] compared to individ-640

ualized HRTF data and introduce front/back reversals [57, 42]. However, head

tracking-controlled sound reproduction improves localization accuracy and re-

duces front/back reversals [58]. Furthermore, the current experiments restricted

localization to the horizontal plane and front/back reversals were not existing
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because the directivity of the oral click was included in the calculation of the645

OBRIRs. In this case, when subjects had the wall at their back, the energy

returned was very low because there was very little energy radiated towards the

back direction at frequencies above 1 kHz.

An open question to answer in future research is whether the echolocation

knowledge acquired by participants using the AVR system o↵ers an advantage650

in real-world tasks. If this was proven, there would be a door open to the

systematic exploration and use of optimal individualized training strategies for

echolocation with the aid of AVR systems, in combination with real-life training.

5. Conclusions

In an experiment to localize reflections from a virtual wall at distances be-655

tween 1 and 32 m using only self-generated oral clicks, sighted untrained par-

ticipants were able to detect the wall in 61% of the trials, however with large

di↵erences across individuals and distances. The distance of 2 m was found to

be the most di�cult condition (detected in 42% of the trials), because the reflec-

tion fused with the direct sound and participants were not able to use coloration660

cues, as it was the case for the distance of 1 m (detected in 78% of the trials),

nor detect the reflection as a separated event, as happened with the conditions

of 16 and 32 m, which were the easiest ones (detected in 77% of the trials and

with much higher accuracy than at 1 m). These results suggest that echoloca-

tion can be used e↵ectively not only to avoid obstacles at short distances but665

also to identify large distant environmental landmarks such as buildings.

The use of shorter and louder clicks led to an increased detection rate, due

to a more limited action of forward masking, and to a more accurate localization

ability on a reflection level well above threshold. The use of clicks with increased

energy at low frequencies allowed for the more e↵ective use of interaural time670

di↵erences to improve the accuracy of reflection localization at long distances

and it led to an increased likelihood of coloration detection at short distances.

All in all, the results of the study suggest that shorter and louder clicks with
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lower frequency content should be preferred to localize large objects like walls

at a large range of distances. In addition to signal production aspects, e↵orts in675

echolocation training should be especially directed towards the practice of the

most di�cult conditions for distances around 2 m.
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Appendix: Equivalent mathematical description of the AVR system

This appendix gives an equivalent mathematical description of the Acoustic

Virtual Reality System of Figure 4 based on a time-domain convolution.

The microphone signal x(t), with t the continuous time variable, was digi-

tized and bu↵ered in the length-L vector x(n) = [x(n), x(n�1), . . . x(n�L+1)]T .855

The discrete time index n = 1, 2 . . . is related to the continuous time variable

via the sampling rate fs = 44.1kHz as t = n/fs.
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The direct sound at the ears was attenuated at high frequencies due to the

presence of the headphones. An equalizer was applied to the microphone signal

and played back through the headphones in order to restore those frequencies860

attenuated while causing minimum latency (in the order of hundreds of µs).

One distance condition d was characterized with the matrixHd = [Hd,L|Hd,R]

containing the OBRIRs at 24 directions, i.e.

Hd,L = [hd,L(✓0 = 0�) hd,L(✓0 = 15�) · · ·hd,L(✓0 = 345�)]. (5)

The convolution engine delivered the convolution between the input signal

x(n) and each of the OBRIRs for each direction, i.e. H
T
d x(n). The angle865

✓ of the user was acquired and used to weight the outputs of the convolution

engine through a panning operation to deliver the simulated reflection yrefl(n) =

[yrefl,L(n), yrefl,R(n)]T :

yrefl(n) = [w(✓)|w(✓)]

8
<

:

2

4H
T
d,L

H
T
d,R

3

5x(n)

9
=

; . (6)

The weighting function w(✓) is defined as

w(✓) = [w(✓, ✓0 = 0�), w(✓, ✓0 = 15�) . . . w(✓, ✓0 = 345�)]T (7)

with870

w(✓, ✓0) = max


15� � |✓ � ✓0|

15�
, 0

�
, (8)

provided that the di↵erence between the current angle ✓ and the angle parameter

✓0 is expressed within the range (�180�, 180�].

Linear interpolation of OBRIRs and panning are equivalent in a linear sys-

tem, and their di↵erence lies in the order the terms of Eq.(6) are calculated.

While the panning operation is performed in that equation, linear interpolation875

corresponds to the pre-computation of the equivalent OBRIR before multipli-
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cation with the source signal, i.e.

yrefl(n) =

8
<

:[w(✓)|w(✓)]

2

4H
T
d,L

H
T
d,R

3

5

9
=

;x(n). (9)

Finally, yrefl(t) was reproduced through headphones and added to the direct

sound component ydir(t) + yEQ(t).
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