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Abstract

A society of agents based on constraint logic as a formalism that could support an
agent environment for solving complex problems is explored. Within such society,
the rights of individual agents and duties of these agents to others are often
expressed in notions like communication, co-operation, negotiation, autonomy, and
so on. The motivation comes from the fact that a contract net is essentially an
Imposition and cannot be easily reconciled with the notion of autonomy, social
order, co-operation, and negotiation, and was related to a logistics problem. Our
approach is to use constraint-based theories and methods to introduce an
abstraction that can be used to articulate how the agents communicate, co-operate,
negotiate, and how social laws are to be introduced.

A CANET (Constraint-based multi-Agent Network) framework is proposed in
which various societal notions can be put into operation. The CANET approach is
based on relations, not on hierarchy. Within the CANET architecture, agents
interact via a constraint store that consists of basic constraints; agents are treated as
autonomous, reactive, pro-active, and as a social system. Each agent consists of
layers of reactive, planning, and co-operation components. = Communication
between agents is treated as constraint passing. Co-operation and co-ordination are
treated as constraint propagation whereas negotiation is treated as constraint
relaxation. Social laws are treated as hard constraints.

A prototype is developed that extends the scope of a logistics system that includes
trucks operated by a number of companies. Fischer and Kuhn’s (1993) approach

has limitations in the sense that a contract net approach is presented, which is a
highly regulated, ordered society and does not reflect preferences of agents. The
role of constraint logic for such application is not explored. That fact holds in many
other application areas.

CANET is implemented in Oz (now called Mozart), an object-oriented language
developed at DFKI (German Research Centre for Artificial Intelligence) for logistics
application. A CANET agent is seen as ‘concurrent objects’, and CANET multi-
agents as ‘concurrent objects with constraints’. We have extended the contract net
message passing by constraint passing. That change facilitates communication by
constraint passing. Further, we have shown that task allocation, co-operation,
negotiation, social laws, and co-ordination can be discussed in a single framework
based on constraint logic.

We have developed a framework in which various societal notions can be
operationalised. We have made a limited comparison with other approaches,

notably with a contract net approach that allows us to look at the definition of an
agent, agent architectures, agent communication language, and agency in different

perspectives. This research encourages us to incorporate notions like learning and
evolution within the CANET architecture, and apply these to complex applications.
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1. Introduction

Modern information systems, amplified by communication networks (such as the
Internet), are typically large and complex. Existing software applications (simulation
models) and their components are also complex. Agent-based computing (modelling)

has provoked enormous interest in research engineering communities; software agents
are becoming an essential part of these systems because they mitigate complexity.
They achieve this in two important ways: technical and psychological. Technically,
each agent provides a locus of intelligence for managing a subset of the information in
the system, either on its own initiative or under the direction of a user.
Psychologically, people need abstraction by which they can understand, manage, and

use complex systems effectively. A natural and convenient abstraction is one based
on separation of the complex system into components - objects - and treating them as

human agents (multi-agent systems) which is much closer to people’s understanding.
Therefore very basic research on how such complex systems can be conceptualised

and implemented using a multi-agent approach is clearly needed.

This thesis 1s concerned with the provision of a constraint-based multi-agent approach
(CANET) for a wide range of multi-agent task scenarios such as transportation
schemas, telecommunication networks, modelling and simulation. The approach is

also relevant to unify various existing notions within agent-based systems such as co-
operation, negotiation, task allocation, and social laws. In addition, the approach

facilitates discussion of the notion of an agent.
1.1 Background to the research

The size and complexity of today’s modern information systems is generally owed to
the introduction and continuing development of communication networks (such as the
Internet. Existing software applications (simulation models) such as
telecommunications, air traffic control problems, and enterprise wide applications are

complex, involving the use of experiential knowledge, the use of simulation models,

access to a set of legacy systems and to various databases.



Within such complex systems, dynamic interaction between various components takes
place. The input/output to a component is quite varied, and not always known in
advance. The input/output can consist of partial information. There are various
restrictions on each component, and how they may be able to interact with others.

The relationships between components are quite complex. Changes in one component
may need to propagate to other components. Components can be added or be
removed from the system. Each component can have different levels of autonomy.

Components may be distributed based on knowledge, resource, authority, and control.

Further, such complex systems impose a substantial burden of interpretation on the
end-users of such systems. This burden manifests itself in three distinct, yet

overlapping stages.

First, the burden manifests itself when the users select input data sets generally
emanating from disparate disciplines, amend the data by filtering some input and

smoothing others in accordance with the actual and perceived needs of the model that

underpins the simulation system.

Second, the user makes assumptions about the limits and the scope of the

underpinning model because of the person’s training and background, or the person
has either not had explained the limits and the scope in the simulation system’s

documentation, or the person lacks an understanding of certain bases of the model

itself.

Third, the burden actually manifests when the user of a simulation system interprets
the output of the system. At this stage the cumulative assumptions of the previous
two stages have a substantial bearing on how the user infers the relationship between

inputs and outputs and how decisions are made on the basis of the output of the

simulation system.

The above is a functional, input-compute-output, description of what happens during
the entire life cycle of a simulation. The description itself is a surface manifestation

of how policy makers, network designers, space scientists work. The working pattern



1s through fusing various items of data, by using knowledge of different domains in
building and 1n understanding the workings of the ‘real world’ system being
modelled, and through bringing their own knowledge and experience to bear on the
results produced by models. They comprise unarticulated assumptions about the real

world.

What usually happens in a simulation situation is that one person uses the knowledge
of experts from different disciplines as these individual items of knowledge are
encapsulated in a mathematical/numerical or logistic/heuristic model. The same is
true of the choice related to the input data sets: each data set is associated with the
individual knowledge sources. The data set may be an array of numbers, a collection
of axioms, or it may be just a number or axiom — usually referred to as a model

parameter like gravitational constant or charge parameters, in themselves a

microcosm of empirical augmentation and theoretical speculations.

In general, the tools that have developed tend to stand alone, and there are no
Interactions between various components. That also presents various problems.

Firstly, such tools do not provide overall information for decision making. Secondly,

it is extremely difficult to make any changes such as legal, or business rules.

There are tools that address the interaction issues but each interaction is hard-coded.
That also presents various problems. The system cannot deal with unplanned

scenarios. Further, when new components are introduced, interaction needs to be

specified.

Artificial Intelligence (AI) techniques, and expert systems technology in particular,
have often been used to tackle some of the more difficult automation problems. After
more than a decade of exploitation there are now thousands of expert systems being
used 1n hundreds of companies all over the world to solve complex problems in
numerous domains (Feigenbaum et al. 1988). However as this technology has
proliferated and individual systems have increased in size and complexity, new

problems and limitations have been noted (Partridge 1987; Steels 1985):



o Scalability: the complexity of an expert system may rise faster than the

complexity of the domain;

* Versatility: a complex application may require the combination of multiple

problem-solving paradigms;

. Reusability: several applications may have requirements for similar expertise,

which has to be coded afresh in new situations;

. Brittleness: expert systems operate on a high plateau of knowledge and
competence until they reach the extremity of this knowledge when they fall off

sharply to the level of ultimate incompetence;

. Inconsistency: as the knowledge base increases in size, it becomes

correspondingly more difficult to ensure that the knowledge embodied

remains consistent.

Various approaches for circumventing these problems have been advocated. The first

proposal involves building an extremely large base of common-sense knowledge

(Guha and Lenat 1990). This work is predicated in two assumptions. Firstly,
performing a complex task requires a great deal of knowledge about the world.
Secondly, to behave intelligently in unexpected situations requires the ability to fall

back on increasingly general knowledge and analogising too specific but superficially

far-flung knowledge (Lenat and Feigenbaum 1991).

A second approach is to allow the sharing and reuse of knowledge (Neches et al.

1991). In this vision, rather than constructing knowledge base systems afresh,
reusable components are assembled. This work is based on the observation that

application systems contain many different kinds and levels of knowledge.

Finally, the approach pursued in this research 1s to build systems of smaller, more
manageable components which can communicate and co-operate (Bond and Gasser

1988, Gasser and Huhns 1989, Huhns 1988). In the current parlance of Distributed



Artificial Intelligence that is a subfield of Al, complex problems are solved in the real
world through a loosely-coupled network of specialised solvers, an intelligent agent.
Each problem solver usually complements the rest, can modify his or her own

behaviour as the real-world undergoes temporal or causal change, plan its subsequent
actions and is able to communicate with others, resolve conflicts, co-operate with

others.

This approach has several advantages. Firstly, divide and conquer has long been

championed as a means of constructing large systems because it limits the scope of
each processor. The reduced size of the input domain means the complexity of the
computation is lower, thus enabling the components to be simpler and more reliable.
Decomposition also aids problem conceptualisation; many tasks appear difficult

because of the sheer size, they are too big to conceptualise all at once.

A second major advantage is that a distributed approach often provides a more natural
fit to the problem. Examples include distributed sensor networks (Lesser and Corkhill
1983), air traffic control (Cammarata et al. 1983). Indeed, Hayes-Roth (1980) even

goes so far as to state “all real systems are distributed”.

Other potential advantages include: reusability of problem-solving components;
greater robustness in the case of component failure; enhanced problem solving due to
the combination of multiple problem solving paradigms and sources of information;

problem solving speed up due to parallel execution, and increased system modularity

(Bond and Gasser 1988).

1.2 Research problems and hypotheses/research questions

1.2.1 Knowledge-based simulation and modelling

The literature on simulation and modelling shows increasing awareness of the fact
that for simulation purposes, one needs to use a mixture of analytical (usually
mathematical) and heuristic (generally knowledge-based) techniques (Round 1989).
And for model building, including specification and implementation, a typical

scientist needs access to domain-specific databases that compose not only a data set



but a set of logical and ontological relationships between domain variables (Keller,

Rimon, and Pas 1994).

Knowledge-based simulation can be traced both to the emergence of discrete event
simulation languages, like SIMULA, and continuous simulation languages, like
CSIM, in the late 1960s. Much later, SMALLTALK was also used in such

simulations.

During the early 1980s, several systems were developed in domains that involved a

number of what we now call agents. For instance, within such applications as factory
management, cancer therapy, ecological modelling, and control and calibration of

complex machinery, various tasks need to be performed.

Knowledge-based simulation systems that were developed for such domains involved

a depth mixture of rule-based problem solving and planning in conjunction with the
race of sophisticated mathematical models (Table 1 describes systems, their domains,

the tasks they perform etc.).

SIGMA, a modelling system developed by NASA, is a good example of a system that
supports the construction of complex physical systems — like atmospheric systems
(Keller et al. 1994). The modelling system provides access to a suite of self-contained
simulation programs, relevant data sets and a library of abstracts of domain texts.
However, like knowledge-based simulation systems, SIGMA helps only in accessing
a variety of data sets and programs, and still expects the user to reconcile differences
and conflicts between the data and programs: co-operation, negotiation, and constraint

management between the knowledge sources has to be effected by the users.



Table 1 : Knowledge-based simulation system

‘Tasks performed Implementation and
Originators

Discrete Event Simulation
Use analytical techniques for determining of a FMS { PROLOG
model Seliger et al (1987)
Propose model refinement using a knowledge base
to interpret output
Refine model
Generate plans using general treatment strategies for
a given patient
Design/ plan simulation about effect on the therapy

on human body
Rank plans usin

MOSYS Factory
Management

System

(FMS)

ONYX Cancer
Therapy
Planning

LISP
Langlotz (1987)

decision analysis tools

Model building

Specify ecological components in an incremental
fashion (e.g. trees then grass, then sheep...)
Checking consistency of growing model using a
KBS

Specify and assert models

Stimulate mathematical relationships (FORTRAN)
and ontological relationships (PROLOG)

PROLOG/FORTRAN
Meutzfield (1987)

ECO Ecological
Modelling

KEE
Selig (1987)

ABLE Knowledge-
based
Control for

Accelerator
Magnets

Plan experiments
Execute rules (forward chaining)
Compute fit to data ( backward chaining)

Executing planning rules (forward chaining)

Simulation workbenches

SOFTLAB Virtual Stimulate and control of a chromatography | Hoftman et al (1993)
laboratories laboratory and an electronics laboratory
Used in the stimulation of rigid body dynamics

SIGMA Knowledge- Construct, modify, share, and understand scientific | CommonLISP and GINA
based models (Keller et al 1994)
software
development
environment

Specify, reason, analyse, and stimulate | LISP

TAEMS Co-operating

problem computational environments

Task oriented approaches works together with
agent-based approaches
Description of coordination al

Decker and Lesser (1995)

solving Real-
time
Scheduling

orithms and agents

1.2.2 Multi-agent simulation model

Conventionally, a simulation program is defined as a computer program that is used in
the simulation of a model of a real-world system, and is regarded as the simulation of
a mathematical model. The mathematics usually refers to differential/integral
equations, usually in their finite difference, finite element or matrix manifestation
approximations, or refers to stochastic description of the real world, generally with

one or more distribution functions governed by statistical measures like averages,

standard deviation, etc. And this mathematical interpretation of a model might also



well be true for isolated and autonomous events with well-defined boundary

phenomena.

What we have in mind here is the volatile movement of stock markets, transportation
of goods with strict restrictions on weight, contents, distribution of energy,
computation of tax on strict criteria on salary, age, martial status etc. Within the

applications, the model is not just a set of equations, but a set of entities. The

mathematical/logical model is encapsulated within the entity.

A multi-agent simulation model is based on the idea that programs exhibit behaviours
that can be entirely described by their internal mechanisms, the instructions. In a
multi-agent simulation, the model is not a set of equations as in mathematical models,
but a set of entities that can be described by the quadruple “agents, objects,
environment, communications” (Ferber and Drougoul 1992) where agents are the set
of all simulated individuals, objects are the set of all passive entities that do not react
to stimuli, environment is the topological space where agents and objects are located

and communication is the set of all communication categories.

According to Ferber and Drogoul (1992), the aim of using a multi-agent framework
for simulation is threefold. Firstly, it can be used to test hypotheses about the
emergence of social structures from the interactions of the agents and the reasoning,
reacting capabilities of the agent. The second goal relates to the claim that such a
simulation can help to build theories that contribute to the development of a general
understanding of ethnological systems, by relating to behaviour and structural and

organisational properties. Thirdly, such an approach can be used to integrate different

theories from various disciplines into a general framework.

1.2.3 A constraint-based approach to agency and its uses in modelling and
simulation?

What we are arguing here is that a simulation is situated: situated in a specific
physical and temporal location, situated in the context of the modeller and its user.
An intelligent simulation system can not only help in the simulation process, but
should be able to autonomously articulate its input data requirement, and be explicit

about the knowledge it uses in processing the data. An intelligent simulation should

10



be aware of the multidisciplinary data and knowledge required for even the simplest

of simulations, and should be able to help its user in interpreting the output.

An intelligent stimulation system, therefore, not only has sophisticated mathematical

models implemented on a computer system, but comprises knowledge bases that

enable the users to seek help in the input, compute, and output functions.

The aim of this thesis 1S to discuss some of the crucial issues in simulation and

modelling of large-scale systems. We attempt to show that modelling such systems

requires a considerable amount of knowledge from diverse sources, and such
knowledge can be better managed if there are pro-active entities working in

conjunction with conventional simulation and modelling systems.

This brings us to the notion of agency and the societal issues that are connected with
the discussion of how groups of people, or, more accurately, computer programs

mimicking people, work together to achieve a common set of goals.

Within complex systems, we have mentioned numerous components working together

to solve common goals. Within such systems, the behaviour of components, and the
interaction between them, may be constrained. Moreover, based on the discussion of
the previous section, it is relevant that there is a necessity to have general architecture

to unify distinct stand-alone participants such as various databases, knowledge bases,

and browsers.

The research question is as follows: how can we create a society of agents for solving
complex problems, where the rights and duties are expressed in a common
framework? That research question triggered the following sub questions. How is
everything connected in complex applications? Would such systems accommodate
constraints and irregularities? How is it possible to pass partial information between
entities? How can everything dynamically interact? How should a behaviour of a
component be constrained as well as the interaction between components? How can

changes in one component be propagated? How may components communicate

between each other given the consideration of constraints? Examples for interactions

include atoms, humans, computers, household appliances, and physical bodies.
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Our own experience in the field of constraint satisfaction suggests that it is important
to investigate the promise of constraint-based approaches for simulating the behaviour

of agents that do, or are expected to, work together.

1.3 Justification for the research

According to BIS strategic decisions: “Agents will be the most important computing

paradigm in the next 10 years. By the year 2000, every significant application will

have some form of agent enablement” (Aparicio 1996). And according to the Gartner

Group Report: “Worldwide market for agent software will grow by an estimated value

of $3M in 94 to $2.6B by the year 2000”(Aparicio 1996).

We have discussed that software agents are thus becoming an essential part of
complex systems because they mitigate complexity. They achieve this in two

important ways: technical and psychological.

Technically, each agent provides a locus of intelligence for managing a subset of the

information in the system, either on its own initiative or under the direction of a user.

Psychologically, people need abstraction by which they can understand, manage, and
use complex systems effectively. A natural and convenient abstraction is one based
on disaggregation of the complex system into components - objects - and treating
them as human agents (multi-agent systems) which is much closer to people’s

understanding. Therefore very basic research on how such complex systems can be

conceptualised and implemented using a multi-agent approach is clearly needed.

Complex applications consist of various knowledge sources. Within such knowledge
sources there is a degree of autonomy, duty, and social ability. Moreover, there are

constraints that are associated with these applications such as precedence, and

resource. Such applications require an analytical approach to solve problems that

may arise.
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Traditionally, the problems in these arcas are addressed by distributed artificial
intelligence (DAI) methods. In the current parlance, DAI shows multiple inheritance
from behavioural and cognitive psychology, sociology, anthropology (particularly
ethnography), computational theories and neurobiology. Complex problems like
policy planning, network design, war games, are solved in the real world through a
loosely coupled network of specialised problem-solvers. Each problem-solver, an
intelligent agent, usually complementing the rest, can modify his or her behaviour as
the real world undergoes temporal and causal change, can plan its subsequent actions,
can communicate with others, can resolve conflicts, can impose his or her own ideas,
can adapt other ideas. In another words, research in DAI is concerned with
understanding and modelling action and knowledge in collaborative enterprises.
People usually distinguish two main areas of research in DAI (Bond and Gasser

1988): distributed problem solving and multi-agent systems.

Distributed problem solving (DPS) considers how the task of solving a particular
problem can be divided among a number of modules (or “nodes”) that co-operate in
dividing and sharing knowledge about the problem and about its evolving solution(s).

In a pure DPS system, all interactions (co-operation, co-ordination if any) are

incorporated as an integral part of the system.

Research in multi-agent systems (MAS) is concerned with the behaviour of a
collection of (possibly pre-existing) autonomous agents aimed at solving a given

problem. A MAS can be defined as “a loosely coupled network of problem solvers
that work together to solve problems that are beyond their individual capabilities”
(Durfee at al. 1989). A multi-agent system, that is a sub-field of DAI, is concerned
with co-ordinating intelligent behaviour among a collection of autonomous intelligent
agents and how they can co-ordinate their knowledge, goals, skills, and plans jointly

to take action to solve problems.

Jennings et al. (1998) argues that there are two major impediments to the widespread
adoption of agent technology: (i) the lack of systematic methodology enabling

designers to clearly specify and structure their applications as multi-agent systems;
and (11) the lack of widely available industrial strength multi-agent system toolkits. In

addition, they show agent-based computing to be chaotic and incoherent.
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Constraint-based approaches are applied to applications such as scheduling and so on.
However, there 1s not much emphasis on the idea of agents. Currently, the scope of
those applications is very limited. However, it is believed that as these complex
applications tend to have various constraints, they can be used to define various

behavioural and interaction aspects.

1.3.1 Agent-oriented programming

Agent-oriented programming (AOP) 1s a term that Shoham (1977) has proposed for a
set of activities necessary to create software agents. What he meant by ‘agent’ is “an
entity whose state is viewed as consisting of mental components such as beliefs,
capabilities, choices, and commitments”. Agent-oriented programming can be
thought of as a specialisation of object-oriented programming (OOP), with constraints
on state-defining parameters, message types, and methods as appropriate. From this

perspective, an agent is essentially “an object with attitude”. Table 2 summarises the

relation between AOP and OQP.

None Honesty, consistenc

Table 2: OOP versus AOP
 Parameters | 2 oOOP AOP
Basicunit | Object 0 |Agemt
basic unit capabilities, choices, ...
Message passing, and response | Message passing and response
methods methods
Unconstrained Inform, request, offer, promise,
decline, ...
Constraints on methods |

Constraints on methods

An agent’s “mental state” consists of components such as beliefs, decisions,

capabilities, and obligations. Shoham formally describes the state in an extension of
standard epistemic logics, and defines operators for obligation, decision, and
capability. Agent programs control the behaviour and mental state of agents. An
agent interpreter executes these programs. In the spirit of speech-act theory,

interagent communication is implemented as speech-act primitives of various types,

such as inform, request, or refrain.
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An agent interpreter assures that each agent will iterate through two steps at regular
intervals: read the current messages and update its mental state (including beliefs and
commitments); and execute the commitments for current time, possibly resulting in
further belief change. Shoham’s original interpreter, AGENT-0, implements five

language elements:

. Fact statements (“John is an employee of NET”); -
. Communicative action sequence (inform, request, refrain);
. Conditional action statements (“If, at time ¢, you believe that John is an

employee of NET, then inform the agent A of the fact”);
o Variables; and

. Commitment rules.

The basic concepts described by Shoham have influenced the direction of many other
agent researchers. He and his colleagues have continued their investigations on

several fronts including mental states, algorithmic issues, the role of agents in digital

libraries, and social laws among agents.

Both the theoretical developments of mental categories, and the AGENT-0

programming language, concentrated on a single agent. Indeed, the view promoted
was of agents functioning autonomously. However, if a society of agents is to
function succesisfully, some global constraints may be imposed. Such an approach is

not suited for industrial strength applications where a robust response is required with

distinct constraints.

Apart from Shoham’s work, which has weaknesses such as a single-agent solution for
complex applications, there is a relative neglect of specific research of constraints on

behaviour and interaction of agents for modelling and simulation. In chapter 2, we
will review the field of agents, and reiterate the neglect in research on interaction and

behaviour with constraints and methodological weaknesses.
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1.3.2 Logic programming to constraint logic programming

Logic programming is an appealing language for complex problems, thanks mainly to
its relational form and its nondeterminism. Its relational form makes it convenient for
stating constraints, as a constraint is nothing other than a relation. Its nondeterminism

makes it a powerful conceptual tool for designing backtracking problems.

Unfortunately, logic programming in its current state of development is very
inefficient for executing the natural formulation of problems. The reason is that this
formulation, when executed on a logic programming system, leads to a generate and
test, or a standard backtracking (i.e. depth first search with chronological
backtracking) approach. Both search procedures exhibit pathological behaviour and
their performance decreases drastically as the problem size grows. As a matter of
fact, these search procedures are oriented to recovering from failures and do not try to
avoid failures. The basic reason for this inefficiency comes from the way constraints

are used, only to reduce the search space after discovering a failure.

The inefficiency of generate and test and standard backtracking must be contrasted

with the results of search procedures based on consistency techniques. Consistency

techniques are based on the idea of a priori pruning, that is, using the constraints to

reduce the search space before discovering a failure. They originated from Waltz’s

filtering algorithm (Waltz 1972). The pruning in consistency techniques is achieved
by spending more time at each node of the search tree removing combinations with

values that cannot appear in a solution. Thus the procedures are oriented toward the
prevention of failures and enable both an early detection of failures and a reduction of
the backtracking and the constraint checks. Both experiments and theoretical studies
have proved the values of a priori pruning. In most cases, a substantial improvement

in efficiency over standard backtracking is considered a fundamental primitive of

reasoning for solving Constraint Satisfaction Problems (CSPs).
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1.3.3 Societal notions and computational agency based on consistency

The implementation of an intelligent simulation system can, perhaps, benefit from
developments in distributed problem solving. A simulation system can be construed
to involve interaction between a number of autonomous programs — or agents in DAI

and a society of agents having the societal attributes of communication, co-operation,

and advocacy.

Broadly speaking a simulation can be viewed as an interaction between agents that
can help with the input data, agents that are knowledgeable about the simulation
model and its implementation, and agents that can help in the interpretation of the
output data. The input agents can help in selecting and accessing autonomous data
sets and it is possible to benefit from developments in distributed data base systems —

a collection of data sets that can be accessed through fuzzy queries together with

facilities to transform data and filter ‘irregularities’.

Many of the extant simulation systems, ranging from CSIM (continuous simulation

modelling) to NASA’s SIGMA, to varying degrees, help the user in getting data from
external sources, contain help files related to simulation engines and attempt to

interpret the output. However, in all these tasks a pro-active user is a must and such a

user is generally very experienced.

In order to propose an agent-based intelligent simulation system, it is perhaps useful
to briefly describe what we regard to be some salient features of a typically distributed
artificially intelligent system, particularly multi-agent systems. We would like to
argue that parallel developments in Al, especially constraint-based problem solving
theories and methods, can be used to introduce certain societal features within a
society of autonomous programs at a greater level of abstraction. Such an abstraction

can be used to articulate how the agents communicate, negotiate, and so on.

The point here is that much of the DAI literature discusses the notion of a society of

agents, involving the unarticulated assumptions about the rights of individual agents
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and duties of these agents to others often expressed in notions like communication,
co-operation, negotiation, and so on. Bond and Gasser (1988), and Wooldridge (1995)

discuss various interactions. We present a constraint-based multi-agent framework in

which these notions can be put in operation.

1.3.4 The transportation-domain’ problem revisited

The dominant metaphor in DAI, or, more specifically in distributed problem solving,
is that of agents organised in a network: each node represents an agent and the links
represent conduits for communication between agents. These nodes are generally
expected to be ‘sophisticated systems’ in their own right in that they are expected to

represent a complex real-world entity.

The extent to which multi-agents “can modify...[their] own behaviours as

circumstances change and plan [their]...own communication and co-operation
strategies with other nodes” (Durfee, Lesser, and Corkhill 1992) varies from one
multi-agent system to the other as reported in the literature. For example, Fischer and

Kuhn (1993) note that “a central problem in the study of autonomous co-operating is

that of ... [establishing] mechanisms for controlling the interaction between different

parts ... [or agents] of the system”. These authors note that in an implicit sense multi-
agent co-operation, in a problem-solving context, has been simulated by using
methods based in dynamics programming and operations research — usually through
the computation of the so-called cost functions. Within the scope of DAI, the authors
describe three models of how a society of agents can be organised and deployed for

simulating complex problems in vehicle scheduling in response to customer demands.

For Fischer and Kuhn, a society of agents, represented by A= {a;...a,} is capable of
executing a set of tasks T = {t;...t;,}. A problem can be solved by A by decomposing
the problem in subproblems that can be tackled perhaps by the execution of one or
more tasks defined in T. These authors deal with the problem of organising the rota
for a number of trucks, indeed trucking companies, that may carry goods across

Germany.

This is a classical logistic problem, that of optimising the means against a range of

ends. The authors have used the extended contract net model for organising agents in
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order to manage a society dominated by a broker working together with trucking
companies, trucks, and drivers. The contract net model is used when a dominant agent
broadcasts a problem and seeks ‘contracts’ for the solution of the problem from a
society. Fischer and Kuhn (1993) have a ‘manager’ agent, the so-called broker agent,
that liases with the customers and seeks their orders. These orders are relayed to a
number of ‘worker’ agents, the trucking companies, who, in turn, send back ‘costed’
bids for the tasks. This cost is calculated by relaying a message to the subordinate
drivers, subordinate to the companies, who after checking the availability of their
trucks respond to the trucking companies. In effect, a highly regulated and ordered
society of agents with agents at successive levels of hierarchy having less and less
autonomy: this situation 1s more like a military organisation than a society of truckers

involved in fierce competition.

The extended contract net approach to the transportation domain problem was
operationalised through the use of an object-oriented concurrent language, Oz, a
language developed by the German Institute of Artificial Intelligence (DFKI). Using a
hierarchical decomposition model, the inter-agent communication is essentially the
cost transmitted from the nodes in the agent hierarchy to the apex of the tree. Table 3

summarises the simulation of Fischer and Kuhn (1993) indicating the roles of the

agents, the tasks they are supposed to execute and how these tasks have been

implemented as encapsulated behaviour through the use of the method construct.

Table 3: The agents, roles, tasks, and methods used in the transportation
simulation (Note that rem stands for remove, and init for initiation)

" Agemt) | Role® | Task | Wiethod ___
Broker Deliver tasks to Init, Add(companies),

companies rem(companies),
Select minimum priced | add(Driver),
driver rem(Driver

Deliver tasks to drivers | Announce, addcity, init
Select minimum priced
drivers

Drivers Slave/Master Computes the cost for | Announce,
tasks init(Window),
Plan, control of driver | init(create the truck)
agents
Trucks | Slave | " |Tnit, drive, move, route
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The limitations of Fischer and Kuhn’s (1993) simulation are as follows:

a. The contract net approach involves a highly regulated and ordered society of

agents that does not reflect reality. It is difficult to accommodate various

preferences of agents.

b. Communication between agents tends to be message passing. That has limitations
in passing partial information between agents.

c. Co-operation/co-ordination between agents is via contract net. That does not
allow horizontal co-operation between trucks.

d. Social laws are not addressed. Common laws within multi-agent settings for
solving problems are not addressed. This would remove the necessity of
hardcoding laws to different agents within the application.

e. Task decomposition and allocation is via contract net. The Manager always
chooses the cheapest offer in selecting the agents. The approach is very
hierarchical.

f. Negotiation is addressed via contract net. Within the simulation, negotiation is
not really discussed in the sense that the manager always selects the cheaper cost.

There are no negotiations between the agents at the same levels.

g. Various constraints that are applicable such as precedence, resource, temporal are

not addressed.

h. Learning and evolving of driver agents is not addressed.

1.3.5 Task decomposition and task allocation in less centralised models

Fischer and Kuhn (1993) have discussed the rather restricted communication available
to them even in an extended contract model. The authors have argued for two ‘liberal’
regimes regarding the operation of the society of agents and discussed the
decentralised task model and the completely decentralised task model for task
decomposition and task allocation. In these two models, the role of the manager agent

is successively reduced such that in the completely decentralised task model the

manager is actually surplus to requirements.

Fischer and Kuhn have actually extended the contract net proposal in order to

demonstrate how co-operation can be effected amongst agents on the one hand, and in
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order to demonstrate the practical relevance of an agent-oriented paradigm for solving
real-world problems (cf. the transportation domain problem) on the other. The
extended contract net protocol extends the number of speech acts that were available
to the manager from two, i.c. reject and grant, to four, temporal reject, temporal grant,
definitive reject, definitive grant (1993:36). By this extension of the speech acts, the
authors will deal with much more realistic problems in the domain: namely, the
unbooked leg co-operation and the coupling of long-distance transportation and local
distribution (1993:91). This allows the authors to argue that this distributed task
decomposition and task allocation 1s possible by allowing agents at the same level to
communicate among themselves before they finally report to the manager just above
themselves. Hence, orders from customers become more complex and include some

notion of time: expected time of departure, expected date of arrival, duration of the

journey and so on.

1.4 Methodology

The aim of the thesis is to discuss some of the crucial i1ssues in simulation and
modelling of large-scale systems. It is intended to show that modelling such systems

requires a considerable amount of knowledge from diverse sources and that such

knowledge can be better managed if there are pro-active data and knowledge sources
working in conjunction with conventional simulation and modelling systems. This

brings us to the emergent notion of agency and the societal issues connected with the
discussion of how groups of people, or, more accurately, computer programs

mimicking people, work together to achieve a common set of goals.

The aim of the work is to propose a framework to discuss various behavioural aspects
of agents and the interactions between agents. The interactions include co-operation,

negotiation, task allocation, and social laws.

Our experience in the field of constraint-based systems suggests that it is important to

investigate the promise of a constraint-based computing paradigm for simulating the
behaviour of agents that do, and are expected to, work together (Selvaratnam 1993,

Selvaratnam & Ahmad 1995).
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Our approach is to create a society of agents. Within such a society, the rights of
individual agents and duties of these agents to others are often expressed in notions
like communication, co-operation, negotiation, autonomy, and so on. Qur approach is
to use constraint-based theories and methods to introduce an abstraction that can be
used to articulate how the agents communicate, co-operate, negotiate, and how the

social laws are to be introduced. We present a CANET (Constraint-based multi-

Agent NETwork) framework in which these notions can be put into operation.

Within the proposed approach, agents communicate between each other. Agents are
autonomous entities, with awareness of others. Agents or users send messages to

each other to constrain behaviour. Each agent’s behaviour may be constrained, and

the interaction between agents may also be constrained.

Co-operation is treated as constraint passing, whereas negotiation is treated as
constraint relaxation. Social laws are treated as hard constraints that cannot be

relaxed. Task allocation 1s treated as constraint satisfaction.

A transportation scenario is simulated to demonstrate the hypothesis that the

behaviour of an agent and the interaction between agents may be related to constraint-
based techniques. In particular, constraint communication between agents is

demonstrated. We will make a comparison with Fischer and Kuhn (1993).

A constraint-based multi-agent approach for complex applications is proposed.
Within such an approach, the behaviour of an agent and the interactions between
agents are related to constraint-based interactions. Within the framework, constraint
satisfaction is an underlying mechanism compared to the unification mechanism used

in Prolog language. The feature of consistency is exploited for agency.

The proposed approach is natural in the sense that it addresses constraints at various
levels. Modelling and simulation of complex systems can be interpreted as the
interaction between agents and constraints. A wide range of applications can benefit

from the method.
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Other researchers put more emphasis on discussing various interactions provided by a
survey. However, no results are achieved 1n unifying various interaction approaches.

This thesis tries to find a constraint abstraction for agent interactions. A critical
review of the existing agent-based systems, notions of an agent, and constraint-based

systems is presented.

1.5 Contributions

1.5.1 Inside the agent community

As far as theory is concerned, this research shows that the behaviour of an agent and

the interaction between agents can be related to constraint-based techniques. Our
contribution to the field of agents is that constraints and agents are synthesised
through our system, CANET. Our hypothesis is that the behaviour of an agent and
the interactions between agents may be related to constraint-based mechanisms. In
addition, various existing Interaction notions are unified within such an approach.
Thus a distinct interpretation for such notions is provided. Agents work under
constraints of duties and rights. As far as the practical framework is concerned,

agents are concurrent objects working under constraint logic. That facilitates the

existing architecture such as contract net to be extended so that agents interact under
constraint logic. The approach allows the agents to communicate by constraint

passing compared to message passing in object-oriented language.

It is hoped that this research will contribute towards representing agent behaviour and

interaction via constraint logic. As far as the end-user is concerned, this allows the

complexity of designing interactions to be radically simplified, their development

period sharply reduced and ease potential future modification.

1.5.2 Outside the agent community

Outside the agent-based community, the contribution of the research is to provide a

CANET approach for modelling and simulation of complex systems.

Within the constraint-based community, the research contributes to making constraint

logic a programming language not only for scheduling type applications, but also
applications where agents are appliecd. Within the constraint-based community, the
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emphasis is on variables, domain values, and constraints, and the concept of an agent
is not explored. By synthesising the field of agents, constraint logic can be applied

within DAI that will be discussed 1n chapter 3.

1.6 Outline of the thesis

Chapter 2 reviews existing agent-based systems. We critically analyse the definition
of an agent, and we argue for a need of an abstraction. The notion allows various
definitions to be related. From the evolution of agent-based systems, how a
constraints-based agent system plays a role is addressed. Various agent architectures
are discussed. We conclude by drawing the conclusions of previous reviews and
motivating the research. This allows the role of constraints in such architectures in

subsequent chapters to be investigated.

Chapter 3 presents the CANET (Constraint-based multi-Agent NETwork) approach
that is a theoretical foundation of the proposed research. Discussion on the evolution
of constraint-based systems will position our research in the work. Various notions of

constraint-based systems are addressed. This will be applied in chapter 4 when
discussing the synthesis of constraints and agents with the aim of addressing

constraint-based applications to the proposed methods.

Chapter 4 presents the design and implementation of a CANET approach, and
demonstrates the feasibility of the approach on several examples. A transportation

scenario is simulated to demonstrate the CANET concepts concerning co-operation,

and task allocations, and so on.

Finally, chapter 5 draws together the strands of research presented in this thesis and

highlights some areas for further investigation. A brief comment on this research is

also given.

1.7 Delimitations of scope and key assumptions
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